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Abstract. Automatic question generation can support instruction and
learning. However, work to date has produced mostly “shallow” questions
that fall short of supporting deep learning and discussion. We propose
an extension to a state-of-the-art question generation system that allows
it to produce deep, subjective questions suitable for group discussion.
We evaluate the questions generated by this system against a panel of
experienced judges, and find that our approach fares significantly better
than the baseline system.
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1 Introduction

Recent work, built on observations of expert classroom instruction, has advo-
cated strategies for reading and knowledge-building that move beyond simple
comprehension and into questioning and reasoning [1]. Additionally, deep rea-
soning questions in tutorial environments have been shown to be correlated
with student learning [2,3,4]. Such questions offer opportunities for evaluation,
multiple perspectives and opinions, and synthesis, corresponding to the higher
(“deeper”) levels of Bloom’s taxonomy [5,6]. Effective automated support for
deep learning should be able to produce contextually suitable deep questions .
However, producing such questions automatically for a new text or domain has
remained an unanswered challenge.

Automatic question generation can indeed support instruction and learning
in computer-based settings [7,8,9]. Work to date has produced mostly shallow
questions that are not intended to promote deep thought or discussion, or that
depend on special features of a particular domain. In this paper, we propose
an extension to a state-of-the-art question generation system [10], allowing it to
produce deep, subjective questions suitable for group discussion.

In the section that follows, we review the literature and prior work in the
areas of discussion-oriented learning, deep questions, and question generation.
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Sec. 3 describes our improvements to a baseline question generation system. Our
evaluation method and analysis of results are described in Sec. 4 and 5, followed
by discussion of the results and directions for future work.

2 Theoretical Framework

2.1 Discussion and Instruction

The literature of instructional practices has advocated strategies for reading and
knowledge-building that move beyond comprehension into questioning and rea-
soning [1], including Questioning the Author [11], Reciprocal Teaching [12], and
Collaborative Reasoning [13]. Drawing on observations and analysis of successful
classroom instruction, Michaels, O’Connor, and Resnick describe a framework
for academically productive talk [14,15] as a collection of discussion-facilitating
questions that a teacher can use to promote rich student-centered conversation
and collaboration. In a study with teachers employing similar strategies, stu-
dents have shown steep growth in achievement on standardized math scores,
transfer to reading test scores, and retention of transfer for up to 3 years [16].
The success of these approaches hinges on skillful use of elicitation strategies like
deep questions to invite the kind of discussion that leads to learning.

2.2 Deep Discussion Questions

Deep questions, allowing for multiple perspectives and reflective answers, are
associated with the “deep learning” levels of Bloom’s taxonomy [5]. Past work
has shown the use of deep-reasoning questions [6] to be significantly correlated
with student learning. Several recent studies [2,3,4] have shown high-quality dis-
cussion questions and reflective knowledge-building activities to be associated
with positive learning outcomes. Further work [17,18] argues that text compre-
hension can be significantly improved by replacing traditional IRE instruction
(Intiation-Reply-Evaluation [19]) with discussion-based activities where students
have opportunities to summarize, challenge, make predictions on questions that
allow multiple answers, and respond to questions that require them to draw upon
evidence from both the text and their own personal perspectives.

Questions containing a greater proportion of highly subjective words - that
is, words expressing opinions and evaluations - allow for multiple answers and
personal perspective [20]. Responses to such questions offer opportunities to be
challenged and built upon. Work in this sphere has produced the SentiWordNet
database [21], where word senses are associated with subjectivity scores. While
measures of subjectivity have largely been used for opinion mining, the measure
of the subjective potential of a question may serve as a convenient proxy for
deepness. More objective questions may be “shallower” in that they may be
answered simply and factually, whereas more subjective questions leave room for
justification and opinion, aligning with the “deep” questions described above.
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2.3 Question Generation

Recent work in question generation has focused on generating objectively answer-
able, fill-in-the-blank or multiple-choice questions [8,9,10]. These basic questions
can be generated with some success, but do not necessarily promote discussion.
Present methods prefer clear, answerable questions - but to promote discussion,
multiple answers and perspectives must be possible.

Heilman [10] describes a system for producing reading questions from a text.
Leveraging off-the-shelf NLP tools, each declarative sentence passes through a
set of general-purpose structural transformations to produce a collection of can-
didate questions. These questions are then ranked by a model trained on human
judgements, using lexical and structural features of the question. While this
method creates reading comprehension questions that are reliably grammatical,
they are recall-oriented, and are not intended as “deep questions”.

Although there has been some preliminary work in generating more probing
questions from a text, the questions thus generated are limited in scope and
depend on particularities of the domain. For example, Wang [8] employs ques-
tion templates specific to the domain of medical texts, and Liu [22] uses the
structure of citations in an academic paper to produce questions that address
argumentation style.

3 Generating Questions for Discussion

We describe changes to baseline sentence selection and question generation meth-
ods [10] in order to promote deeper, more subjective questions drawn from a
text. Instead of over-generating questions from all sentences in the summary, we
instead select a subset of sentences based on one of three models of sentence “rel-
evance”. In all cases, including our application of the baseline system, questions
are generated from sentences selected from a human-generated summary of a
longer “original” text. Two of our selection models also utilize information from
the original text. A summary is a more suitable source for discussion questions
because individual sentences are more likely to contain abstractions or synthesis
of ideas from the original text. After generating questions from this reduced set
of candidate sentences, we apply the baseline system’s method for generating
questions. We then apply a set of transformations to the result to produce a set
of questions more suitable for discussion. A measure of question-level subjectiv-
ity allows us to anticipate these questions’ potential for deeper reasoning and
rich discussion.

3.1 Selecting Sentences

We examine three methods for sentence selection, drawing on the fields of text
categorization [23,24], information retrieval [25], and summarization [26,27,28].
Each of these embodies a different intuition as to what makes a sentence partic-
ularly salient, as described in each subsection below.
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Fig. 1. System architecture, contrasted with the baseline system

Cosine Similarity. This method identifies sentence candidates from the sum-
mary using only the summary text. Considering each sentence as a “bag of
words” vector, the cosine distance between two sentences is the angle between
their word-vectors [24]. The smaller the cosine distance, the greater the similar-
ity. Recognizing that the summary may highlight and build upon key concepts
within its own structure, we calculate cosine similarity between each sentence of
the summary text and the sentence preceding it. Sentences with high similarity
to their immediate predecessors may be interpreted as marking an important
concept, and as such are selected as candidates for question generation.

LSA Content Scores. Latent Semantic Analysis [23] is a technique designed
to analyze the relationships between a set of documents (sentences, in our case)
and the terms they contain. Each sentence is represented as an N-dimensional
vector, where each dimension’s value roughly corresponds to a sentence’s weight
for a “topic” in the original document set. We reduce the term-sentence matrix
of the original text to an N-dimensional LSA space (N=5 in our case, although
we did not tune this value), and also transform each sentence from the summary
into its own vector in this space. Our goal, comparable to a text summarization
task [26,27], is to select sentences most representative of each dimension. We
select those sentences with the highest weight in each of the “topic” dimensions,
producing N sets of candidate sentences from the summary.

TF-IDF Uniqueness. Term Frequency-Inverse Document Frequency is a met-
ric used in information retrieval to measure the importance of a word [25]. In a
given document (a candidate sentence in the summary text), the TF-IDF score
of a word is the count of its occurrences in that document, multiplied by a factor
(the inverse document frequency) that discounts its appearances in the entire
corpus (in our case, the original text). Here TF-IDF is being applied as a measure
of uniqueness, preferring those sentences in the summary with higher averaged
per-word TF-IDF scores. Sentences from the summary with a high TF-IDF score
contain a greater proportion of ”rare” words relative to the source text, and thus
may contain new ideas that are not literally present in the original.
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3.2 Transforming and Ranking Questions

We further transform some of the more factoid-like questions generated by the
baseline system into more subjective questions. When a simple yes-or-no ques-
tion is extracted by the original system, we transform it into a “why” question,
for example “(Why) does psychological manipulation prevent the common ani-
mals from doubting the pigs’ abilities?”. Other factoid questions are transformed
by prompting for justification or elaboration, for example the question “What
was inscribed on the side of the barn?” is appended with “Discuss in detail.”
While these transformations are nearly trivial to apply, they do transfer the re-
sponsibility of evaluation from the asker to the answerer. Such simple moves can
empower students and promote productive discussion [14].

To rank the questions on the basis of abstraction and ability to trigger discus-
sion, we calculate a subjectivity score for each question. Subjectivity may stand
as a measure for “deepness”, as described in Section 2.2. Question subjectivity
is taken as an average of the subjectivity values of each word in the sentence, as
given by SentiWordNet [21]. SentiWordNet is a database of words-senses, differ-
entiated by part-of-speech, with subjectivity scores assigned to each. In the case
where a word has more than one sense for a given part of speech, we take the
average of its senses’ subjectivity values.

4 Evaluation

We generated 50 questions using the baseline method [10] from an analysis and
summary [29] of George Orwell’s Animal Farm [30]. These were the top 50 ques-
tions as ranked by the system’s trained model. We also generated questions using
the methods described in this paper, and selected 50 of these at random. For
discussion of texts in literature courses, we can rely on the bounty of existing
human-authored summaries and analyses (like SparkNotes) to draw our ques-
tions from, although in future work we would like to incorporate an automatic
summarization method.

A group of four teachers served as judges and evaluated this combined set
of questions. Each judge received the questions in a random order. For each
generated question, the judges rated their agreement with six statements about
the question on a Likert scale, from 1-7. The first three of these statements

Table 1. Question evaluation dimensions

1 This question lends itself to multiple answers.

2 Answering this question could engage a student’s personal values or perspective.

3 This question would be valuable for stimulating discussion among students.

4 This question touches upon important themes from the story.

5 This question is comprehensible.

6 This question is grammatical.
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(shown in Table 1) correspond to Bloom’s [5] and Graesser’s [6] descriptions of
the sort of deep-level questions that have been shown to be effective in tutorial
settings [2]. The fourth statement probes the suitability of the question content.
The last two dimensions are indicators of quality of the question’s form. While
none of these dimensions is inherently more important than another, a method
for generating high-quality discussion questions should receive high scores in all
dimensions.

5 Results and Analysis

In order to evaluate the relative quality of questions generated with our approach
in comparison with the baseline method, as well as to compare among different
selection criteria used by our method, we used an ANCOVA model for each of the
six dimensions evaluated by the judges. For each dimension, the dependent mea-
sure was the rating assigned by the judge for that dimension. The independent
variable was binary, indicating whether the rating was assigned to a question
generated with the baseline approach or one of the experimental approaches.
In order to differentiate among the three selection methods used by the experi-
mental approach, we included a three-way categorical variable nested within the
main independent variable. This allows us to test simultaneously whether the
experimental approach is better than the control condition, and whether there
are differences between the experimental approach’s selection methods. In order
to control for systematic differences between judges, we included a categorical
control variable indicating which of the four judges assigned the score. A sum-
mary of the human ratings is displayed in Fig. 2. The Subjectivity score was
used as a covariate in order to evaluate the effect of using Subjectivity as part
of a selection criteria for discussion questions.

Multiple Answers. In terms of potential for eliciting multiple student answers,
the judges rated the set of experimental approaches significantly better than
the baseline approach F (1, 288) = 12.3, p < .0005, effect size .64 s.d. There
were also significant differences between experimental approaches F (2, 288) =
3.74, p < .05 such that LSA and Cosine were significantly better than TF-IDF,

Fig. 2. Average rating per selection method for each dimension. A star (�) indicates
values which are significantly better than the baseline.
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and TF-IDF was not significantly different from baseline. There was a marginal
positive correlation between Subjectivity and the dependent measure (p = .1),
indicating some support for using a subjectivity score as part of a selection
method for discussion questions.

Personal Perspective. The results for a questions’ potential to engage per-
sonal perspective were consistent with those for eliciting multiple answers. The
judges rated the set of experimental approaches significantly better than the
baseline F (1, 288) = 8.2, p < .005, effect size .39 s.d. There were also signifi-
cant differences between experimental approaches F (2, 288) = 3.02, p < .05 such
that LSA and Cosine were significantly better than TF-IDF, and TF-IDF was
not significantly different from baseline. For this dimension, there was a sig-
nificant positive correlation between Subjectivity and the dependent measure
(R = .13, p < .05), suggesting that questions scored as more subjective offer
students more opportunity to express their personal perspective.

Stimulating Discussion. Again, results for potential to stimulate discussion
were the same. The judges rated the set of experimental approaches signifi-
cantly better than the baseline approach F (1, 288) = 9.6, p < .005, effect size
.43 s.d. There were also significant differences between experimental approaches
F (2, 288) = 3.28, p < .05 such that LSA and Cosine were significantly better
than TF-IDF, and TF-IDF was not significantly different from baseline. Again,
there was a significant positive correlation between Subjectivity and the depen-
dent measure (R = .11, p < .05), suggesting that questions that are scored as
more subjective are rated as more stimulating for discussion.

Important Themes. Results for capturing important themes were distinct,
although they still favored the experimental approach. This time, Subjectivity
had no effect, and there were no significant distinctions among experimental
approaches. However, there was a significant advantage attributed to the ex-
perimental approaches as a set over that of the baseline approach, F (1, 288) =
7.05, p < .05, effect size .37 s.d.

Comprehensibility. In terms of comprehensibility, the experimental approaches
as a set were rated as marginally better than the baseline approach F (1, 288) =
3.22, p < .1. There were no differences among experimental approaches. And, in
contrast to the other metrics, Subjectivity had a negative correlation with com-
prehensibility (R = .19, p < .0005).

Grammaticality. In terms of grammaticality, there were no significant dif-
ferences among approaches. However, similar to the comprehensibility rating,
Subjectivity had a negative correlation with grammaticality (R = .17, p < .005).



88 D. Adamson et al.

6 Discussion and Future Work

Broadly, we find that our method for generating questions from a summary text
significantly outperforms the baseline system on those dimensions related to
their suitability for classroom discussion. Table 2 illustrates some representative
questions and scores produced by the three selection methods of our approach,
as well as the baseline system.

Table 2. Representative questions generated by our system and the baseline on each
of the 6 dimensions presented in Sec. 4 Subj. is determined as per Sec. 3.2

Selection
Method

Question
Subj.
Score

1
MA

2
PP

3
SD

4
ITT

5
Com

6
Gra

Cosine
Sim.

Why does psychological
manipulation unite the animals
against a supposed enemy ?

0.26 5.5 5.75 6.25 6.25 6.5 6.5

TF-IDF
Whose idealism leads to his

downfall?
0.29 3.25 2.75 2.75 4.5 7 7

LSA
What does the increasing
frequency of the rituals

bespeak? Discuss in detail.
0.18 5.5 4.5 5.25 5.5 5.25 4

Baseline
Who gathers the animals of the
Manor Farm for a meeting in

the big barn?
0.09 1 1.25 1.25 2.75 7 7

We note that although the questions generated from sentences selected by
the LSA and by Cosine Similarity methods are rated nearly identically in each
dimension, the set of questions they generate are quite different from each other.
The Cosine Similarity selection method relies on the structure of the summary
to highlight concepts worthy of discussion, and in so doing captures repeating
elements - not just story words like “animals” and“windmill”, but more abstract
themes developed in the summary. The LSA method, by contrast, selects a set of
sentences from the summary that most strongly echo the latent “topics” of the
original text, which can include both chronological associations (the character
of Snowball is much more prevalent in the early story) and repeated themes
(“Animalism”, “pigs”, “men”, “power”, and “equal” are favored by a single LSA-
space dimension, highlighting the recurring contrast between the animals’ society
and the humans’). The TF-IDF selection method favors sentences that are unique
in comparison to the original document, which could potentially highlight those
sentences which synthesize or abstract ideas not made explicit in the story. In
practice however, the questions produced from the sentences selected by this
method are short and specific, picking up on details in individual sentences that
have less relationship to the story as a whole. It is thus unsurprising that this
selection method fares no better than the baseline.
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To evaluate the suitability of discussion questions in an educational setting, a
prototype conversational agent has been implemented. Adapting the “revoicing”
behavior described by Dyke and colleagues [31], the agent facilitates discussion
on a given text by prompting the group with discussion questions (drawn from
any one of the methods described in this paper) that are similar to statements
made by the students (the details of this system is beyond the scope of this
paper). In addition to piloting this system with students, future work might
explore ways to scaffold a discussion session, perhaps by starting with more
concrete questions, with lower subjectivity scores, and transition to deeper, more
subjective questions as the discussion progressed.
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